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Abstract

Software architecture documentation helps people in understanding the software architecture of a system. In practice, software architectures are often documented after the fact, i.e. they are maintained or created after most of the design decisions have been made and implemented. To keep the architecture documentation up-to-date an architect needs to recover and describe these decisions.

This paper presents ADDRA, an approach an architect can use for recovering architectural design decisions after the fact. ADDRA uses architectural deltas to provide the architect with clues about these design decisions. This allows the architect to systematically recover and document relevant architectural design decisions. The recovered architectural design decisions improve the documentation of the architecture, which increases traceability, communication, and general understanding of a system.
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1 Introduction

Software architectures represent the design of a software system and the decomposition of a system into its main components (Bass et al. (2003); Perry and Wolf (1992); Shaw and Garlan (1996)). Architectural design decisions underly the software architecture (Kruchten (2004); Kruchten et al. (2006); Tyree and Akerman (2005); Bosch (2004)). As such, software architectures can be seen as the result of a set of architectural design decisions (Jansen and Bosch (2005); Bosch (2004)).
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Software architectures are typically described in one or more software architecture documents. Architecture documentation approaches provide guidelines on which aspects of the architecture should be documented and how this can be achieved (Hofmeister et al. (2000); Clements et al. (2002); Kruchten (1995)). However, these approaches document only partially what an architecture is, as they lack rationale, rules, constraints, and a clear relationship to the requirements (van der Ven et al. (2006); Tyree and Akerman (2005)). This information is valued by practitioners (Tang et al. (2005)) and helps in future design decision making (Falessi et al. (2006)). Consequently, not only the architecture should be documented, but also its underlying design decisions.

To document architectural design decisions, two problems need to be addressed. The first problem is that the current notion of an architectural design decision is rather vague. It is unclear what is part of an architectural design decision and what is not. Consequently, this vague notion leads to problems in documenting architectural design decisions, as it is unclear what should be documented.

A second problem is that, in practice, software architecture documentation is often not well maintained or not created at all (Visconti and Cook (2004)). Reasons for this practice are the perceived benefits of documenting the architecture or lack thereof, and time pressure (Conklin and Yakemovic (1991)). In this practice, two distinct cases can be discerned.

In the first case, the time pressure to deliver the software is perceived to be so great that documenting is perceived as overhead. Consequently, no effort is spent to document the architecture. If an organization cares for the quality of its software and documentation, then it usually reserves some cleanup time after a deadline to update the documentation accordingly.

In the second case, an organization does not create or maintain architecture documentation. The knowledge of the architecture resides in the head of the architect. The lack of documentation then becomes an issue when the architect is no longer available, e.g. has moved to another project or company. The tacit knowledge (Nonaka and Takeuchi (1995)) of the organization is no longer sufficient to (completely) understand the system. To prevent this situation from happening, the architect is usually given the task to document the architecture before he or she becomes unavailable.

In both cases, the architect tries to guess the architectural design decisions after they were made. Therefore, these decisions are not readily available to the architect. Consequently, there is a need to recover them. The key issue this paper addresses is how an architect in these cases can systematically recover architectural design decisions.

The main contribution of this paper is a recovery approach, which systematically recovers architectural design decisions. The approach uses a template based on a
conceputal model to describe the recovered architectural design decisions.

The rest of this paper is organized as follows; section 2 introduces the notion of architectural design decisions and its conceptual model. Sections 3 and 4 present an approach for recovering architectural design decisions. In section 5, this approach is validated with a case study. The approach is evaluated in section 6. Section 7 presents related work and the paper concludes in section 8 with conclusions and future work.

2 Architectural design decisions

2.1 Introduction

A notion is needed of what architectural design decisions are before they can be recovered. This section introduces our notion of architectural design decisions and presents a process and conceptual model describing them. The process model describes architecting from an architectural design decision perspective, which describes the context in which architectural design decisions are created. Complementary to this is the conceptual model, which describes the concepts that make up these decisions. In the next section, the conceptual model is used to underpin our recovery approach for these decisions.

In this paper, the used definition of an architectural design decisions is taken from van der Ven et al. (2006). It is defined as a specialization of the Merriam Webster (Webster (2006)) definition of a decision, i.e. ’a report of a conclusion’:

A description of the choice and considered solutions that (partially) realize one or more requirements. Solutions consist of a set of architectural additions, subtractions and modifications to the software architecture, the rationale, and the design rules, design constraints and additional requirements.

An architectural design decision is therefore the result of a decision process that takes place while architecting. Figure 1 illustrates this process. It presents the context in which architectural design decisions are made. Furthermore, it visualizes the close interaction between architecting and requirements engineering, as every activity can lead to the Requirements Engineering activity. This is due to new insights acquired in the architecting activities, which lead to a better understanding of the problem domain. The architecting process consists of the following activities:

(0) **Requirements Engineering.** Although the requirements engineering activity is not part of the architecting process, it closely interacts. Most importantly, it fuels the architecting process with different issues (e.g. requirements, drivers,
Figure 1. The architecting process from an architectural design decision perspective

decision topics, risks, and concerns) from the problem space. These elements form the main input for the activity of scoping the problem space.

1) **Scope problem space.** Based on the issues at play in the problems space the architect makes a scoping (and thereby a prioritization) of these issues and distills it into a concrete problem. To put the problem in perspective, a motivation and cause of the problem is described as well. This scoping is needed, as the problem space is usually so big that an architect is unable to address all the issues at once.

2) **Propose Solutions.** The existing architecture description and the problem of the previous step form the starting point from which the architect tries to come up with one or more solutions that might (partially) address the problem.

3) **Choose Solution.** The architect makes a choice between the proposed solutions, which can entail making one or more trade-offs.

4) **Modify & Describe Architecture.** Once a solution is chosen, the architecture description has to be modified to reflect the new status.

The architecting process presented here is a specialization of the generalized model of architecting by Hofmeister et al. (2005a). Their model discerns three main activities in architecting: architectural analysis, synthesis, and evaluation. From an architectural design decisions perspective, architectural analysis is the *scoping of the problem* (activity 1), architectural synthesis is *proposing solutions* (activity 2), and architectural evaluation is both *choosing a solution* and *describing the architecture* (activities 3+4).
To refine and more formally define the definition of architectural design decisions, this section presents a conceptual model. The model describes the elements of architectural design decisions and their relationships in more detail. The presented model has been briefly presented before in earlier work (van der Ven et al. (2006), Jansen and Bosch (2005)) for forward engineering purposes. However, in this paper the conceptual model is used for recovery purposes and presented in more detail than before. The conceptual model is used later in this paper to define the elements of an architectural design decision that should be recovered.

Figure 2 presents the conceptual model for architectural design decisions. For each concept of an architectural design decision, the corresponding activity of figure 1 is noted. At the heart of the model is the problem element, which together with the motivation and cause elements describes the problem. A motivation describes why the problem is relevant. The cause describes the causes of this problem. Solving the problem is the goal the architectural design decision wants to achieve. The solutions element contains the solutions that have been proposed to solve the problem at hand. A choice is made, which solution should be used, resulting in an architectural modification of the architecture.

Most of the model elements are made in a specific context. Apart from the issue concept, all the context concepts (i.e. concern, system, environment architecture, architecture description) and the relationships among them come from the IEEE 1471 standard for describing software architectures (IEEE/ANSI (2000)). An extension is made with the new concept of an issue, which is a generalization of the concern element. This new concept is needed, as a concern is traceable to one or more stakeholders. For an issue, this does not have to be the case, as it might di-
rectly come out of the environment. For example, an issue might be a problematic technical constraint coming forth from an earlier design decision.

An architectural design decision is related to the context in three different ways. First, the problem element is the scoping of various issues of the problem space. Second, an architectural design decision modifies with an architectural modification the architecture, which will lead to an update of the architecture description. Third, an architectural design decision is part of the architecture, as this is a set of design decisions (Jansen and Bosch (2005)).

In the remainder of this section, the concepts that make up an architectural design decision are explained in more detail. Following is a list of these concepts and their relationships:

- **Problem.** A design decision is made to solve a certain problem. For example, the problem can be how specific requirements can be met or how the design can improve on some quality aspects.
- **Motivation.** This element contains the rationale for why the problem needs to be solved. This element therefore describes the rationale behind the scoping of the problem, as it explains the importance (and thereby the prioritization) of the problem. Usually, this comes from the requirements stated for the system. Together with the problem element this element determines the architecture significant requirements (ASR). As a requirement is per definition architectural significant if it is addressed by an architectural design decision.
- **Cause.** Often multiple causes for a problem do exist, this element describes them. This knowledge is important, as it decreases the chance that solutions are proposed, which are inadequate to solve the problem. Causes can include technical limitations, changed requirements, limitations imposed by previous design decisions, symptoms of other problems, etc.
- **Current Architecture.** This element describes the architecture upon which the architectural design decision is made, i.e. the architecture before being modified by the decision. (see figure 2). The element is described by referring to the appropriate architecture description of the current version of the architecture.
- **Solutions.** To solve the (described) problem, one or more potential solutions can be thought up and proposed. For each of the proposed solutions, the following elements can be identified:
  - **Description.** This element describes the solution being proposed. The required modifications are explained and rationale for these modifications is provided.
  - **Design rules.** Design rules define partial specifications to which the realization of one or more architectural entities have to conform to. This defines parts of how the solution should be realized.
  - **Design constraints.** They define limitations or constraints on the further design of one or more architectural entities. These limitations and constraints are to be obeyed by future decisions for this solution to work.
• **Pros.** Describes the expected benefit(s) from this solution to the overall design and the impact on the requirements.
• **Cons.** Describes the expected negative impact on the overall design, as opposed to the Pros.
• **Trade-off.** The different solutions have typically different impacts on the quality attributes of an architecture. Hence, a *Choice* should decide on one or more trade-offs. In some cases, these trade-offs can be rather complex. This element describes the different quality attributes a trade-off has to be made between.
• **Choice.** For a problem there are often multiple solutions proposed, but only one of them can be chosen to solve the described problem. The choice involves selecting different trade-offs using the pros and cons of the solutions as arguments to rationalize the selection of a particular solution.
• **Architectural Modification.** The chosen *solution* in the *decision* can affect one or more architectural entities and this element describes the changes to these elements.

3 Recovering architectural design decisions

This section introduces the Architectural Design Decision Recovery Approach (ADDRA). The approach is presented in two sections, this section presents the recovery steps that make up ADDRA, whereas the next section explains the knowledge externalization process that underly these steps.

ADDRA tries to recover architectural design decisions and documents them using the conceptual model presented in the previous section. The approach uses a combination of existing recovery techniques and the tacit knowledge of the original architect to recover architectural design decisions.

The basic idea of ADDRA is that changes in the architecture are due to architectural design decisions, thereby forming a clue about them. The tacit knowledge of the original architect is used to trace back from these changes to the decisions they originated from. The changes are used to focus the tacit knowledge of the architect and allow for a systematic approach of documenting this knowledge.

ADDRA consists of five steps, which are organized in an iterative process (see figure 3). Steps 1 - 4 are concerned with finding the changes in the architecture caused by architectural design decisions. ADDRA first recovers relevant software architecture views for different releases of the system (steps 1 - 3). The differences between the views of one release are then compared to another subsequent release forming the *architectural delta* between two releases (step 4). The architectural delta in turn is used to recover the architectural design decisions (step 5). An example of an iteration of these steps is presented in figure 4. Remark that in the case of initial design, step 4 is skipped, as no earlier design exists and the recovered architecture
views of step 3 are used as architectural delta instead.

ADTRA is performed iteratively and can be triggered at two points. The first point is in step 3 (see figure 3). When the information for recovering the software architecture views is inadequate, another iteration of step 2 takes place. The second point is after step 5, the the description of the recovered architectural design decisions is deemed inadequate. In this case, ADTRA returns to step 3 to sharpen the description of the software architecture views. This process continues until no more significant progress can be made.

The recovery steps of ADTRA are far from trivial. Steps 1 to 3 (and partially 4) are not completely solved yet and remain under research by the design recovery community (see also section 7.2). We briefly present these steps, point out potential tools, problems, and trade-offs to be made. The main focus of this paper is however on step 5; the recovery of architectural design decisions. This step is therefore presented in more detail.
3.1 Step 1: Define and select releases

The first step in the recovery method is to define and select the releases of the system under consideration. Releases are snapshots of the system and its associated artifacts at a specific moment in time. A selection is made to limit the amount of low-level information the architect has to deal with. In this selection process, the following concerns play a role:

**Effort.** Extracting design decisions from various artifacts is a very time-consuming operation. Therefore, a selection of the releases is made, which reduces the number of releases to examine. The exact number of releases to select is a balance between accuracy and effort. Selecting more releases improves the detection of relevant changes and thus improves the accuracy of the recovery, but also takes more effort to realize.

**Timing.** Releases should have been an achievement target (e.g. a deliverable or a major release) in the past. If this is not the case, the release will likely be a snapshot of an unstable design situation. In this situation, design features are more likely in an undetermined state where a lot of design decisions are pending a decision. This will be reflected in the potential consistency and completeness among the artifacts, thus complicating recovery.

**Scope.** The changes between two releases (i.e. their delta), should be chosen in such a way that the scope of the delta is the right size. If the scope of a delta is too large, then the chance that multiple design decisions have been taken on top of each other becomes greater. This makes the extraction of individual design decisions more difficult. However, the opposite is also not desirable. If the scope of the delta is too small, a design decision can still be work in progress and only parts will be visible. This will obscure the results of a design decision, thus hampering the recognition of the design decision.

A rough estimation of this scope can be estimated by looking at changes in logs or log files, code metrics, and the development time between releases. The changes give an insight into the issues addressed and the scale of impact of the design decisions made between two releases of a delta.

**Availability and accuracy.** Both the availability and accuracy of the artifacts influence the usefulness of a particular release for the recovery process. The availability of artifacts (e.g. requirements, source code, and changelogs) for a release determines the potential value of the release. Accuracy is important as well, as inaccurate artifacts can easily lead to wrong conclusions about the system and therefore to the recovery of non-relevant and inappropriate decisions. The different versions of the artifacts should be linked to releases, such that an overview is created of the available artifacts. After this, the accuracy of (relevant) artifacts can roughly be determined by a quick scan and use of past experiences.

An open research challenge is to determine useful heuristics, which can guide the selection process. One could think of adapting existing cost prediction models (e.g.
COCOMO II (Boehm et al. (2000))) to this end. However, to the best of our knowledge, no work exists in this area.

3.2 Step 2: Detailed design

For each selected release, the detailed design is recovered. The detailed design forms the basis for abstraction later on to recover the software architecture. Therefore, the goal is not to recover a complete detailed design, but merely a useful abstraction that can be used later on. The detailed design can be recovered with the help of one or more recovery tools. Although these tools help in supporting the recovery of the detailed design, they still require the expert knowledge and guidance of the architect to find the right abstractions (van Deursen (2002)).

Depending on the relevant software architecture views of the next step, one or more detailed design views might be of interest. These detailed design views are usually represented in the Unified Modeling Language (UML). The main interest is typically in recovering the class (Gueheneuc (2004)), object (Tonella and Potrich (2002)) diagrams, and the use-cases. The first two focus on the structural aspects of the system. Recovery tools, such as Gueheneuc (2004) and Tonella and Potrich (2002), can typically recover (parts of) these views. The use-cases provide hints for issues that are addressed in the system and not easy to recover with tools, although tools like the one from Qin et al. (2003) can help in their recovery. If the dynamic aspect of the architecture is relevant, the processes, threads, and state-charts of the detailed design are of interest. Behavioral recovery tools like Discotect (Yan et al. (2004)) are useful in these cases. More information regarding the manual reconstruction of different detailed design views and UML can be found in Booch et al. (1998).

Although recovery tools are very helpful in recovering the detailed design, they do have some shortcomings:

- **Distributed and dynamic behavior.** Recovery tools have difficulty in recovering the dynamic and distributed behavior of programs. Therefore, the recovered detailed design by these tools is often not complete.
- **Language specific.** Most useful recovery tools are very language specific, but in practice many software systems use multiple languages (e.g. C#, C++, C). Integrating the results of the various recovery tools together is often cumbersome or not possible at all due to the different concepts they use.
- **Configuration.** Configuring a recovery tool for a specific system is often not trivial. Often the knowledge of a domain expert is needed to filter out noise in the recovered results, which is created by used third party components, frameworks, and the specific platform used. Furthermore, some recovery tools require extensive interaction with the architect to come to a right configuration.
3.3 Step 3: Software architecture views

The third step consists of recovering one or more views on the architecture. This step is very difficult to perform and can only successfully be achieved by the original architect. The views are recovered for each selected release, thereby providing a description of the software architecture at specific moments in time. To reduce effort, only a selected number of views are recovered. For this selection, two factors are considered: the relevance of the view and the relationship to other releases. As with the selection of relevant releases, the number of views to select is a trade-off between effort and accuracy.

Relevant views are the views that describe parts of the solution(s) to the main concerns at hand. Identifying these views is based on the recovered detailed design, design documents about the architecture, and knowledge from the architect. These information sources help in determining relevant views in the following way:

- The recovery of the detailed design refreshes the memory of the architect, which can provide clues to relevant concerns. Furthermore, it provides a stable ground for abstraction to various views on the architecture, which eases the creation of these views. For example, package diagrams form a basis to abstract to a module view.
- Design documents are created with the intent to describe certain aspects of the architecture, which were meant to address the main concerns at that time. Before a design document can be used, the consistency with the recovered detailed design should be checked. The document may not have been well maintained, thereby being no longer consistent with the design it describes. Identifying these inconsistencies provide valuable clues for design decisions later on.
- The guidance and knowledge of the architect remains the main factor in this selection process. In the end, the architect can make the best distinction between relevant and less relevant aspects and therefore mostly determines relevant views.

One set of views is needed for all the releases. In the next step of the recovery, similar views on the architecture are compared with each other. This requires that the same views be recovered for subsequent releases. Hence, the decision to create one particular view for a release influences the decision to create the same view for the previous and next selected releases. Furthermore, for these views to be comparable with each other they should conform to the same viewtype definition (Clements et al. (2002)), i.e. use the same definitions, entities, relationships, naming, and notation. A natural way to achieve this is to use the recovered view of a previous release as a starting point for the next one and adapt it to conform to the associated recovered detailed design of step 2.
3.4 Step 4: Architectural delta

The architectural delta of two releases is the change in the architecture that is required to go from the architecture of one release to another. Since the identified changes result from architectural design decisions, they can be used later on for the reconstruction of the architectural design decisions (see section 3.5). Note, that this does include architectural design decisions that are unconsciously made. Even more so, they do not have to be made by the architect at all.

The architectural delta is determined by looking at the differences between the architectural representations of each release. The architectural views, representing the architecture, were reconstructed earlier on (see section 3.3). The architectural delta is view independent, but differences between sequential views are a part of the architectural delta. The differences between these views together form an approximation of the architectural delta. To create this approximation, each entity (e.g. component, connector, module, uses relationship, etc.) found in the views is classified in one of the following five categories (this is similar to the work of Ohst et al. (2003) for UML diagrams):

- **Unmodified** entities have not been modified during the evolution. These elements are not part of the architectural delta, but represent the stable part of a system during change.
- **Modified** entities have been modified due to architectural design decisions. However, the entities still exist in the same view of both releases.
- **New** entities are entities, which did not exist in the oldest of the two releases, but does exist in the newest of the two. These entities represent new elements introduced into the design by architectural design decisions.
- **Moved** entities are entities that have been deleted in the new design. However, the aspects they represented are still in the design, but are now represented by other entities. Typical unit operations (Bass et al. (1998)) that result in moved entities are abstraction, uniform decomposition, and compression of entities.
- **Deleted** entities represent aspects that are no longer relevant for the new design. These entities are not available anymore in the new design (not even moved), but did exist in the old design.

Inspecting the differences in the views determines to which category an entity belongs. For each couple of sequential releases the corresponding views are compared with each other. The identified differences between both views discriminates the entities in separate groups: (un)modified, new, deleted or moved. (Un)modified entities are entities available in both views. New entities are only available in the view of the latest release. On the other hand, deleted or moved entities are only available in the view of the first of the two releases.

Discriminating between moved and deleted entities is complicated and has no clear
solution. To make this distinction we use the implicit knowledge of an architect. The architect can identify potential relationships between a \textit{new} entity and a \textit{deleted or moved} entity. \textit{Deleted or moved} entities falling outside this group can be marked as \textit{deleted}. Further detailed design or even code inspections are used to determine the true nature of the remaining \textit{deleted or moved} entities.

The architectural delta can be visualized for each viewpoint the entities have been classified for. For each of the type of entities defined in the viewpoint five different representations are made, which represent their classification. To visualize the changing aspect of the architectural delta for a particular viewpoint, unmodified entities are left out of the visualization. An exception is made if these entities are needed for providing a context for other entities, e.g. changing relationships. Corresponding numbers on the entities express the relationship between the moved entities and the new or modified entities incorporating them. An example of this notation for the module view is presented in the bottom part of figure 9, which also demonstrates the use of the correspondence numbers.

3.5 \textit{Step 5: Architectural design decisions}

In this last step, the architectural design decisions are recovered. The architectural design decisions are recovered using the template of section 2. This requires that the knowledge of the architect is externalized into a documented form. This is achieved with the architectural delta and a supporting externalization process.

Figure 5 presents an overview of this externalization process. It illustrates the various activities and the order in which they are executed. The remainder of this section explains each step of this process. To execute these steps, several supporting knowledge transformations are needed, which are presented at the end of this section.
3.5.1 Step 5.1: Analyze architectural delta

The first step is to examine the architectural delta for clues, that is: find changes in the delta that can be related together to form an architectural modification of a design decision.

3.5.2 Step 5.2: Analyze situation

After this, the situation is analyzed and three intertwining and interfering activities happen: the definition of the context, describing the solution the architectural modification represents, and identifying which problem the modification tries to tackle. The last activity tries to recover the scope of the problem space that this decision addresses (see section 2). Often this will entail issues coming from the (partial) fulfillment of one or more requirements. Once these three activities are completed, a fitting name describing the design decisions is defined.

3.5.3 Step 5.3: Recover origin

The origin of the decision is then recovered by determining the cause and the motivation of the problem at hand. Often a problem comes from the (partial) fulfillment of one or more requirements. In these cases, requirements form an excellent motivation of the problem. Hence, the motivation element creates traceability between the requirements and a part of the software architecture. Both motivation and cause provide a basis for the further refinement of the solution found, as the relationship with the problem space becomes clearer (and thereby the understanding of the solution).
3.5.4 Step 5.4: Think up/recover alternatives

The next step is to think up or recover alternative solutions. Although several architectural solutions can be proposed in an architectural design decision, most of the time only one will actually be implemented (and therefore documented). For the reconstruction of architectural design decisions, this poses a problem, because information about the solutions not chosen is often unavailable in the artifacts. Consequently, both the rationale of the Decision element (see figure 2) and the alternative solutions are lost.

Exceptions are architectural design decisions in which earlier made choices are undone. Due to lost rationale, the undoing of a choice is often a costly operation. Consequently, considerable effort is spent on motivating why the old choice is not appropriate anymore and a potential new one is. In this process, implicit knowledge of the design is made explicit.

A similar approach can be taken for the lost alternative solutions and rationale, but an alternative exists as well. New alternatives can be thought up and considered, as long as they fit in the current architecture and address the problem of the design decision. Due to the fact that the goal of documenting the architectural design decisions is to make the architecture more comprehensible. Therefore, it doesn’t matter where the rationale comes from (Parnas and Clements (1986)). A discussion about the limitations of this imposes is presented in section 6.2.3.

Intertwined with the definition of alternative solutions is the description of the pros and cons of each solution. Often this activity leads to insights into new potential alternative solutions. A good source for pros and cons is formed by the expected consequences a solution will have on the quality attributes of the architecture. The expected consequences can be based on application generic knowledge (Lago and Avgeriou (2006)), which is typically documented in patterns (Harrison et al. (2007)).

3.5.5 Step 5.5: Rationalize decision

In the last step, the rationale of the decision element of the architectural design decision (see section 2.2) is determined. This rationale should describe the reasons for choosing a particular solution. The previous step recovered the pros and cons for each solution. Based on this, the different trade-offs are determined that are made between these solutions. The rationale of the choice is based on the trade-off(s) being preferred in the chosen solution. Hence, we have to identify these preferred trade-off(s). Usually, these trade-off(s) come from the pros of the selected solution, as a design decision is intended to improve the design. Note however, that the rationale might be different from the original used rationale, due to a difference in the considered alternatives, but as pointed out in the previous step this is not a problem.
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4 The knowledge externalization process

So far, we have explained the steps that need to be taken to recover architectural design decisions. However, the issue how the knowledge externalization process used in these steps should be performed has not been answered. To address this issue, we use Nonaka’s theory of knowledge creation (Nonaka and Takeuchi (1995)). This theory distinguishes two types of knowledge: tacit and explicit knowledge. Tacit knowledge is the knowledge inside the heads of people, explicit knowledge is knowledge captured in documents, models, etc. One can convert one type of knowledge into another one by means of a knowledge conversion. Figure 7 presents the knowledge conversions Nonaka distinguishes. In short, these are the following:

- **Externalization** is the process of articulating tacit into explicit concepts, which is the main focus of this paper.
- **Internalization** is the process of embodying explicit knowledge into tacit knowledge.
- **Socialization** is the process of sharing experiences and thereby creating tacit knowledge, such as a shared mental model and technical skills
- **Combination** is the process of systemizing concepts into a body of knowledge (e.g. a document).

Based on these knowledge conversions, we identified four techniques for supporting the externalization process when recovering architectural design decisions. These techniques are often combined and used together in each of the different steps of the architecture design decision recovery process (see figure 5). The four techniques we identified are the following:

- **Introspection** is a form of externalization in which the architect asks him/herself questions and tries to come up with answers.
- **Inspection** is a combination of internalization and externalization. Inspection of various artifacts improves the understanding one has and allows one to ex-
press this knowledge.

- **Discussion** is a combination of socialization and externalization. During discussion tacit knowledge is shared, which is later made explicit.
- **Generalized domain knowledge** is a form of combination, where the situation at hand is combined with generalized domain knowledge from literature.

In the externalization process, the starting technique is often introspection by the architect. This can give rise to questions that cannot be directly answered. Hence, these questions require inspection or the use of generalized domain knowledge to be answered. The discussion technique is useful for validating the results of introspection. Furthermore, it can provide direction, similar to the generalized domain knowledge, when the knowledge of the architect is not sufficient. In the remainder of this section, each technique is explained in more detail.

### 4.1 Introspection. (Externalization)

The main technique for transforming tacit knowledge into explicit knowledge is introspection or reflection. The architect asks him/herself questions and tries to come up with answers (see section 6.2.1 for a discussion when the architect does not perform the recovery). Two distinct types of introspection can be discerned:

**Knowledge of design under consideration.** In this case, introspection examines the tacit knowledge of the architect about the design being recovered. This is primarily used to recover the line of reasoning once used or rationalize a new one. If certain questions cannot be answered, these questions are a starting point for inspection. Typical questions for the architect to ask him/herself in this case are:

- Why is this particular change made?
- What was the problem the change tried to resolve?
- Which requirements are involved?
- Which stakeholders were involved with this change/problem and what are their stakes?
- Are there other design decisions involved?

**Knowledge of similar designs.** An alternative form of introspection is to use past design experiences. Contrasting the situation at hand with earlier made designs can provide valuable knowledge. Typical questions to ask in this case are:

- Where does this situation deviate from similar past designed systems? Why are these deviations made?
- Where is this situation similar to past designed systems? What kind of decisions are always made in these cases? Why are these decisions made?
4.2 Inspection. *(Internalization + Externalization)*

Inspecting the architectural delta provides clues of architectural design decisions. These clues form the basis for introspection and discussion, as they provide a context and focusing point. From our experience, the following things are fruitful to inspect:

- **Isolated changes** often form a good starting point to unravel architectural entities, which are affected by multiple changes. Inspection helps in determining whether the change is isolated or is a combined effect with other changes of the delta that are due to the same cause.
- **Design decisions** are typically made to refine earlier ones. Therefore, it is useful to inspect relationships between a change and other previous or further changes to the same and related architectural elements.
- **Every change originated from a design decision.** If there are still unaccounted changes, closer inspection of the commonalities and differences usually provides the required insight.

4.3 Discussion. *(Socialization + Externalization)*

Discussion entails explaining, defending, and arguing about design decisions. This provides a natural way to trigger the externalization process. Furthermore, the interaction with others decreases the chance on a narrow minded line of reasoning. A good basis for discussion includes the following points:

- **Discussion about problems.** Is the problem really the problem or are there underlying issues leading up to different problems?
- **Brainstorming about potential alternatives,** which is also done in ATAM (Bass et al. (2003)).

4.4 Generalized domain knowledge. *(Combination)*

Another technique for supporting the externalization process is comparing and contrasting the situation at hand with generalized situations known in the domain, i.e. use **application generic knowledge** (Lago and van Vliet (2005)). This includes using the knowledge from:

**Architectural styles and patterns.** Styles and patterns can be seen as distilled generalized architectural design decisions (Jansen and Bosch (2005); Harrison et al. (2007)). If (part of) the delta can be identified as a derived result from a style or pattern, the documented knowledge of these styles and patterns is use-
ful. This documentation contains further directions on issues and tradeoffs that need to be addressed when applying them. Consequently, this provides concrete guidelines on the decision making and therefore the architectural design decisions the delta is a result of. Good guiding questions in this perspective are the following:

- How is this solution specialized from the general style?
- What is the documented rationale to use such a style or pattern?
- How are the future directions tackled of a style or pattern addressed?

**Tactics** Tactics describe architectural solutions for improving specific quality attributes of an architecture (Bass et al. (2003)). This provides the opportunity to trace back an architectural solution to a problematic quality attribute. The question to answer in this case is:

- Does the architectural delta look similar to the architectural solutions proposed in a tactic?

**Reference frameworks or platforms.** For specific domains, reference frameworks or platforms (e.g. .NET, J2EE) are available. They provide standard solutions to common problems in these domains. The same issues are often addressed in the system under examination. Furthermore, reference frameworks and platforms often provide explicit variability for critical design decisions, e.g. the type of scheduler to use in a real-time operating system. The system under examination can be examined to see if it makes these critical design decisions as well.

### 5 Case study: Athena

ADDRA is validated in this section by applying the approach on a case, which is called Athena. First, an introduction to the case is presented, followed by a description of the application of the different steps of ADDRA in subsequent subsections.

Athena is a system for (automatically) judging, reviewing, manipulating, and archiving computer program sources. The primary use is supporting students to learn programming. To develop the programming skills of a student, he or she has to practice a lot. Small programming exercises are often used for this end. However, providing feedback on these exercises is a laborious and time-consuming effort.

Athena helps students by testing their solutions to functional correctness and provides feedback (e.g. test results, test inputs, compilation information etc.) on this. The system is capable of providing personal feedback to large groups of students in a relative short time. Consequently, the speed and quality of learning is increased when using a supportive submit system (Jansen (2004)). For a more elaborate description of the case, we refer to Jansen et al. (2003).
5.1 Step 1: Define and select releases

The first step in the recovery approach is to identify and select relevant releases (see section 3.1). During the evolution of Athena, all documents and code artifacts were maintained in a version control repository. This enables us to track the evolution of the Athena artifacts available in the repository, thus the software system itself.

To select appropriate releases in the Athena case, code metrics, log files, and release cycle time information were used. However, design documents were not available. Based on this information most of the design decisions seem to be taken during the initial development of Athena.

Although the case study is much bigger, the focus of this paper is on two releases in the initial development. The first is a prototype release named develop, the second is the first beta release called beta 1.
Figure 9. The architectural changes between releases develop and beta1 (top left) caused by architectural design decisions. Examples are the architectural module modifications of architectural design decision one (bottom left), and two (bottom right).

5.2 Step 2: Detailed design

For both releases, the software architecture was recovered based on the detailed design. A case tool was used to inspect the source code and the relationships of the various classes. While reconstructing the detailed design a big sheet of paper was used to record classes of interest and their relationships. Already reoccurring design patterns were discovered, which could be used to group detailed design entities together. In similar ways, abstract super classes, the relationship between internal and external provided modules, and the internal code organization delivered parts for the abstraction to the architectural views.

5.3 Step 3: Software architecture views

Figure 8 presents for both releases develop and beta1 the resulting module and component & connector views (Clements et al. (2002)). The views contain the following relevant architectural entities:

- OmniORB, JavaORB general functionality needed for the CORBA communication
5.4 Step 4: Architectural delta

To determine the architectural delta between the two releases, the views on the architecture of Athena are used. First, the elements of the views are compared for subsequent releases and classified in one of the following groups: (un)modified, new, or deleted / moved. For the module view (see figure 8) this is done by looking at the differences between the develop and beta 1 releases. Inspection of both leads to the identification of two deleted / moved uses relationships, four new uses relationships, and the rest being classified as (un)modified.

The next step is to discriminate between deleted or moved entities. For example, the case of the uses relationship between the Client and JavaORB. Closer inspection of the Client reveals that this relationship has been moved to the new uses relationship with the Manager Broker.

The distinction between modified and unmodified is partly based on the previous moved uses relationship. Substantial changes to the Client and Manager Broker have been made. Furthermore, the four new uses relationships have significantly affected some of the involved modules and interfaces, which are therefore marked as modified. The other elements have not significantly changed and are therefore classified as unmodified. The resulting architectural delta of the module view visualized in figure 9. In a similar way, the architectural delta of the component & connector view is constructed, as illustrated in figure 10.
5.5 Step 5: Architectural design decisions

In this case study, a total of 15 different architectural design decisions have been recovered with ADDRA. Figure 11 presents an overview of these decisions. Between releases develop and beta 1 three different architectural design decisions were identified. Two of these decisions, the Arbiter Job Control and Managing Manager References, are presented here, while the third decision (the Domain Object Delegation decision) is left out due to space constraints. The other 12 architectural design decisions have been recovered from the initial develop release.

For the Arbiter Job Control decision we exemplify each of the steps of ADDRA for the recovery of this decision. An in-depth description of the Arbiter Job Control and Managing Manager References decision is presented at the end of this section.

Step 5.1: Analyze Architectural Delta. Inspection of the architectural delta of the component and connector view (figure 10) shows a moved broadcast relationship between the Object and Arbiter to modified CORBA method calls between the Arbiter and the Manager. For the delta of the module view inspection reveals that the corresponding modules (i.e. Arbiter, Manager (Interface), Object) have been modified as well. Next, the visible changed relationships (i.e. modified, moved, and new) of these modules are inspected, which uncovers only significant changes in the uses relationship between the Arbiter and Manager Interface interface that have to do with the moved communication between the Object and Arbiter. Hence, the architectural modification identified is displayed in the bottom left of figure 9 for the module view and in figure 10 for the component & connector view.
Step 5.2: Analyze Situation. Further inspection revealed that the moved broadcast communication was used to notify the Arbiter of new submissions. The new solution instead lets the Arbiter poll the Manager for new submissions.

The problem this solution addresses is found with the help of introspection. We remembered that we ran performance tests, which uncovered a problem with the response time of the system when new submissions were created by students. This did not scale well with the number of Arbiters being deployed, as at any moment in time only one Arbiter was judging submissions, whereas the other Arbiters were idling. The intention of the architecture in this context is to process the submissions in parallel, which does not take place.

Step 5.3: Recover Origin. The motivation for this problem is found in a requirement with introspection, which originates from knowledge of similar systems. Past experiences with ACM programming contests showed such systems to have problems with providing timely feedback due to performance issues. As such, a requirement was defined that a submission should be tested and reported within 10 seconds to provide timely feedback to the students.

The cause of this performance problem is found by discussion among the developers and inspection of the source code responsible for the notification of the Arbiters. It turns out that the CORBA broadcast notifications work synchronously although they are defined as asynchronous. Further inspection reveals the cause of this behavior, which is presented at the end of this section.

Step 5.4: Think up/recover alternatives. The polling solution that was recovered circumvents the problem by using a different communication strategy. An alternative solution that can be thought up is to address the cause of the problem, i.e. fix the CORBA broadcast implementation to work asynchronously. In this case, a different design strategy (a form of generalized domain knowledge) is used to think up this alternative.

Step 5.5: Rationalize decision. The last step is to rationalize the choice by making a trade-off between the pros and cons of the solutions. Comparing the quality attributes of the two solutions (polling versus notification) finds differences in performance, maintainability, and ease of implementation (a form of costs). Of these three there is a trade-off between cost versus performance between the two solutions, as the broadcast solution has a negative impact on the costs and a positive influence on the performance and the polling solution has this influence and vice versa. With the help of introspection we know that the ease of implementation was the deciding factor to choose for the polling solution, as the pressure was high to deliver on time.

The other decisions were recovered in a similar way as the Arbiter Job Control decision. To document these architectural design decisions, a template is used that is based on the conceptual architectural model (see figure 2). Note, that the template
presents the various concepts in a logical order, whereas ADDRA recovers these elements in a different order (see figure 6).

The template uses a condensed style, where each element of the conceptual model is typeset in bold, followed by an appropriate textual description of the element. An alternative style is to use a tabular approach, which takes up more space and is therefore not used in this paper.

Two noticeable adaptations are made to improve the template. First, the architectural modification is not documented as text, but uses the graphical notation for visualizing the architectural delta (see section 3.4). Second, the solutions rationalized afterwards (see section 3.5) are marked with an asterisk (*), thereby making an explicit distinction with recovered solutions. In the remainder of this section, the Arbiter Job Control and Managing Manager References decisions are presented in full detail using the template.

**Architectural design decision 1: Arbiter Job Control**

**Problem:** The response time of the system does not scale with the number of Arbiter deployed. When running multiple Arbiters only one judges submissions, the rest is waiting idle for work. **Motivation:** Multiple Arbiters are needed to reach the performance requirement of a 10 second response time. The current situation makes additional Arbiters of no use. **Causes:** The CORBA broadcast facility that was used does not work as expected. The Arbiter is implemented in python, which in its core is a single threaded language. The OmniORB waits for the Arbiter to receive a broadcast message from a Object. Only after this has been done, the OmniORB will send an acknowledgment back to the Object. The broadcast is implemented in such a way that only after an acknowledgment the next receiver of a broadcast is notified. This results in the other Arbiters having to wait in line to process the broadcast. All the while, they can be idle, waiting for new work to arrive. **Current Architecture:** This design decision is made on basis of the software architecture as represented by the views for the develop release in figure 8.

- **Polling Solution**
  - **Description:** The Arbiter no longer receives broadcasts for new submissions from the Object. This solution uses a polling based approach instead. In this approach, the Arbiters poll one of the Managers for new work. If there is work, the work is returned as a pointer to the corresponding submission. **Design rules:** Manager provides a method for polling available submissions. **Design constraints:** None
  - **Pros:** + Relatively easy to implement.
  - **Cons:** - Load on the database increases.
    - Scalability of the number of Arbiters decreases.
Broadcast Solution*

Description: The used CORBA broadcast facility is implemented in the JavaORB, which is a third party open source component. The solution is to modify this component in such a way it no longer waits on an acknowledgement before sending out the broadcast to the next receiver. Two threads are created, one that deals with sending out the broadcasts and one for handling the acknowledgements of these broadcasts. Design rules: The system should use the modified JavaORB. Design constraints: None

Cons: - Maintenance increases, another component that evolves should be kept in sync.
- Difficult to realize, as knowledge is required about the internal workings of the JavaORB.

Trade-off: Cost versus performance. Choice: The Polling Solution was chosen, because it is easy to implement (i.e. has lower costs) and the expected negative impact on performance is not too great. The choice makes a trade-off in favor of costs (i.e. ease of implementation), as opposed to performance. Architectural Modification: From a module view perspective, the bottom left of figure 9 visualizes the changes and figure 10 does the same for the component & connector view.

Architectural design decision 2: Managing Manager References

Problem: The various Clients all use their own code to initialize the JavaORB and resolve the needed references to the Managers. Motivation: Removing this duplicate code reduces the chance of errors and makes it easier to replace the CORBA implementation (JavaORB). Maintenance costs are also reduced, because only one instance of the code has to be maintained. Causes: There is currently no standard way to resolve references to the various Managers. Current Architecture: The architectural design decision is made in the context of the architecture after the Arbiter Job Control had been made. The module view is therefore the original module view of the develop release (see figure 8), modified by the architectural modification of this decision as visualized in the bottom left of figure 9. The component & connector view of the software architecture is the one depicted in figure 8 for the beta 1 release.

Caching Solution

Description: Remove the duplicate initialize code of the JavaORB. Add an extra layer in the form of the Manager Broker. This module can resolve references to the different Managers, without any CORBA related information for the top layer. The Manager Broker caches the reference of a Manager for further repeated use. The caching is introduced to minimize communication overhead between the clients and the naming service providing the location of the Man-
agers. **Design rules:** None  **Design constraints:** All access to the Managers has to be done through the Manager Broker for the Clients.

**Pros:** + Removing duplication increases maintainability.  + Caching increases performance.

**Cons:** - Caching decreases availability

- **Layer Solution**

  **Description:** This solution is similar to the Caching Solution, but without the caching part.  **Design rules:** None  **Design constraints:** All access to the Managers has to be done through the Manager Broker for the Clients.

  **Pros:** + Removing duplication increases maintainability.  + Solution is easy to realize.

  **Cons:** - Performance decreases due to extra layer.

**Tradeoff:** Performance versus availability.  **Choice:** The Caching Solution was chosen, as performance is a major issue in this system and the unavailability of the system during upgrades is not regarded as problematic. The choice makes a trade-off preferring performance over availability.  **Architectural Modification:** No modifications are visible in the component & connector view. For the module view, figure 9 visualizes the made architectural modifications.

### 6 Evaluation

The previous sections explained and exemplified the working of ADDRA. In this section, ADDRA is evaluated from three different perspectives. The first perspective is formed by the lessons learned while applying ADDRA on the Athena case. The second perspective presents the limitations of the approach. The third and final perspective outlines the benefits of ADDRA.

#### 6.1 Lessons learned

#### 6.1.1 Transitions between design decisions

The first lesson learned is the existence of transitions between design decisions. If an architectural design decision is undone and another (new) solution is chosen instead, a transition period exists. During this transition period, the design and the implementation will be incrementally adapted to the new (chosen) solution. It is not uncommon for these transition periods to last several months or even years, as business gives a higher priority to other decisions. If such a transition spans a period over one or more releases then it becomes part of the architectural delta of those releases. Consequently, there exists a transition period in which both solutions coexist.
and are partially realized, but as a \textit{whole} realize the complete functionality.

Design decision models, including our own conceptual model, do not support these transitions, as these models view the transitions as atomic actions. To capture these transitions, an architectural design decision model should therefore support a more evolutionary model, which tracks the transition phases between design decisions.

Transitions between design decisions hinder architectural design decision recovery, because they complicate the architectural delta. The architectural deltas of two releases can contain \textquoteleft leftovers\textquoteright of design decision solutions, which are still in transition to a new solution. Choosing the releases relatively far apart from each other in step 1 of ADDRA partially negates this problem. However, due to the possible long durations of the transition periods this might not always help.

\subsection*{6.1.2 Architectural views are subjective views}

The second lesson learned is the subjectivity of architectural views. This is not a specific problem for ADDRA, but a general problem for recovery. Architectural views are subjective views, because abstraction is used to construct them. When architectural views are (re)constructed abstraction choices are made. Although the concepts a view should visualize are defined, the clustering used while abstracting is not. This leaves space for different interpretations of the system, i.e. nondeterministic reconstructing results for various views (van Deursen (2002)).

The reason for architectural representations to be subjective is the absence of architectural entities as first class citizens in the lower abstraction levels. No explicit relationship exists between the architectural entities (and the representations of them) and the entities implementing these architectural entities. A (standardized) first class representation of architectural entities could remedy this situation.

The subjectivity of architectural views has two important consequences for ADDRA. First, the architectural views might not be fully comparable to each other, as for the same entities different abstraction choices might be made. This results in an \textit{approximation} of the architectural delta, which in turn hinders the recovery of architectural design decisions. ADDRA tries to counter this effect by reusing earlier made abstraction choices of previous releases (see section 3.3).

Second, the subjectivity of the abstraction choices makes the outcome of ADDRA partially subjective as well. This is because different people can make different abstraction choices, which can result in different architectural views on the selected releases. Therefore, they can recover a different approximation of the architectural delta and consequently can recover different architectural design decisions. ADDRA tries to counter this effect by employing the architect as the authoritative source for the abstraction choices. However, this does limit ADDRA to the availability of the architect (see also section 6.2.1).
6.1.3 Solutions are sketchy or incompletely defined

The third lesson learned is the incomplete and sketchy way in which solutions are defined in an architectural design decision. Solutions can only give a general and incomplete description of how the problem at hand should be solved, as limited resources (e.g. time) only allow for an abstract description. Later in the project the solutions that are actually used are further refined.

Most of the knowledge systems and design decision models have support for this refinement process (see also section 2). However, architectural representations lack the ability to represent this specialization process, because they focus on the result of the specialization process, not the individual steps. Some initial work dealing with this issue is the work of Roshandel et al. (2004), which tracks the evolution of an architecture description. Combining such an incremental architecture view with design decisions has been first done in our own work (Jansen and Bosch (2005)) and has been refined by Capilla et al. (2006).

For ADDRA this refinement process is not a problem, as ADDRA is performed after the fact. In other words, most of the necessary refining design decisions have already been made. However, as ADDRA does not recover these refining design decisions in the lower abstraction levels, the description of the solution in the recovered architectural design decision remains sketchy and incomplete. Therefore, traceability to these refining solutions is limited, which makes the recovered solutions sketchy and incomplete.

6.2 Limitations

ADDRA is not without limitations. In this subsection, the foremost limitations of ADDRA are outlined together with potential strategies how they could be addressed.

6.2.1 Availability of the architect

One important limitation of ADDRA is the assumption that the architect himself or herself performs the recovery process. This assumption is important, as ADDRA explicitly employs the tacit knowledge of the architect in the recovery process. For example, in step 5 the tacit knowledge of the architect is heavily used to transform the architectural delta into recovered architectural design decisions (see section 4). However, in practice an architect usually does not have the time to perform an elaborate recovery as outlined in ADDRA.

A potential solution is to use other people for the time consuming externalization and process. Although this reduces the externalization effort of the architect, addi-
tional socialization is needed to share the architectural knowledge of the architect with these people. Apart from the decision at which releases to look, steps 1 to 4 of ADDRA (see section 3) could be performed by others. However, this does pose a risk to successful recovery, as the architectural delta might be misleading due to the subjectivity of the underlying architecture views (see section 6.1.2).

The last step of ADDRA, step 5, requires the most tacit knowledge of the architect and is therefore hard to delegate to others. Supporting techniques (see section 4), used in this step, that can be partially delegated are the inspection and use of generalized domain knowledge. For as both take explicit knowledge as input, which can be easily shared. The other two techniques, i.e. introspection and discussion, use tacit knowledge as input. Therefore these techniques require active participation of the architect, which makes it difficult to delegate them.

6.2.2 Selection of presented architectural views

In the Athena case study, ADDRA was presented using the module and component & connector views. However, ADDRA can be used for other architectural views as well. The idea behind the architectural delta (step 4, see section 3.4) and the architectural design decision recovery techniques based on this delta (step 5, see section 3.5) are view independent. In other words, they could also be used for other views. For example, a view from the allocation viewtype like the deployment view (Clements et al. (2002)).

6.2.3 Lack of alternatives and trade-offs

ADDRA cannot always recover the considered alternatives and trade-offs of an architectural design decision. This is due to the absence of traces and identifiable effects of these decisions in the available explicit knowledge. Although ADDRA tries to recover these decisions by using tacit knowledge (see section 4), this recovery is not always successful. In these cases, the tacit knowledge of the architect is inadequate, which is mainly due to the forgetful nature of the human brain.

The solution used in ADDRA for these cases is to think up potential alternative solutions that could have been used (see also section 3.5.4). The trade-off made between the solution chosen and the thought up solutions can then be constructed by comparing the solutions with each other. Generally this strategy works rather well. However, a problem arises when in hindsight a superior alternative solution is thought up. The trade-off constructed in these cases then no longer aligns with the choice made in the decision. To solve this misalignment problem, the choice element should describe two parts. First, the element should describe the choice made among the inferior solutions. This is needed for the reader to understand the original choice. Second, it should describe the reason why the superior solution was not an option on the table. This can be due to two different reasons:
• When the choice was made, the superior solution was excluded based on an invalid assumption.
• The superior solution was not considered at the time.

Both reasons are important architectural knowledge and should be documented in the choice element. In the case of exclusion on an invalid assumption, making these flawed assumptions explicit helps prevent the same mistake from being made again in the future. For both cases, the superior solution(s) form the perfect starting point to improve the design of the architecture later on. Furthermore, they are helpful in recovery, as it might well be that such decisions are undone and improved upon in later decisions.

6.3 Benefits

Although ADDRA is not without limitations, it still has its merits. In short, the approach has the following three benefits:

• **Systematic and disciplined approach.** ADDRA offers a detailed process that describes which steps are needed and in which order they should be executed. This process has two important benefits: (1) It steers the recovery process with clear goals and means, which prevents a recovery attempt getting “lost”. (2) The systematic nature induced by this process reduces the chance of overlooking important architectural design decisions.

• **Explicit use of tacit knowledge.** Many architectural recovery approaches do not explicitly use tacit knowledge in their recovery. They focus more on the available explicit knowledge, e.g. source code, models and existing documentation. ADDRA is different, as it describes how the tacit knowledge of an architect can be used in conjunction with formal and documented knowledge. This gives ADDRA the benefit of finding more architectural design decisions than other approaches that do not use tacit knowledge.

• **Recovers the rationale behind the architecture.** ADDRA not only recovers what the architecture is, but also the underlying architectural design decisions of the architecture. The benefit of this is that these decisions make the architecture description more understandable, as the reader is supplied the rationale of how the architecture came to be.

7 Related work

The recovery of architectural design decisions is related to three research areas: software architecture, design recovery, and rationale management. Following is a description of each area and how it relates to recovering architectural design deci-
7.1 Software architecture

Software architectures (Bass et al. (2003); Perry and Wolf (1992); Shaw and Garlan (1996)) describe the results of the main design decisions made for a system. As such, they can be seen as a collection of architectural design decisions (Bosch (2004); Jansen and Bosch (2005)). Software architectures can be represented and described with the help of two types of approaches. One type is the documentation approach (Clements et al. (2002); Hofmeister et al. (2000); Kruchten (1995)), the other is an Architectural Description Language (ADL) (Medvidovic and Taylor (2000); Oreizy et al. (1998)). Both provide the architect with a vocabulary to reason about the architecture.

Documentation approaches (Clements et al. (2002); Hofmeister et al. (2000); Kruchten (1995)) use the concept of different views, i.e. a description of a particular aspect of the software architecture, to describe the software architecture as a whole. These approaches originally primarily focused themselves on the result of the decisions, not on the architectural design decisions themselves (Tyree and Akerman (2005); van der Ven et al. (2006)). Extensions to these approaches tie the views closer to the architecting process and architectural decisions (Hofmeister et al. (2005b); Bass et al. (2006)).

As opposed to the documentation approaches, Architectural Description Languages (ADLs) (Medvidovic and Taylor (2000); Oreizy et al. (1998)) focus on a single aspect, e.g. the principle computation entities and their relationships. An ADL has exact semantics and describes allowed combinations of architectural entities and their relationships. Similar to the documentation approaches, the notion of architectural design decisions is also unknown in ADLs (Jansen and Bosch (2004, 2005)).

There is a growing interest in architectural design decisions within the software architecture community. Tyree and Akerman (2005) present a template for documenting architectural design decisions, which is tailored towards a forward engineering effort, as opposed to the template presented in this paper for recovery. Kruchten (2004) and Kruchten et al. (2006) have created a classification for design decisions and identify common relationships among them, which may be used to further classify the recovered decisions and create explicit relationships among them.

ADDRA focusses on the recovery of architectural design decisions. For forward engineering purposes, we have developed another approach called Archium (Jansen and Bosch (2005); Jansen et al. (2007)). The architectural decision model of Archium is very similar to the one presented in this paper (see figure 2). However, Archium extends this model by combining it with a requirements, architecture, and implementation model into one single unified model. This allows architects to document
architectural design decisions with traces to related elements (e.g. requirements, or parts of the implementation).

Another useful purpose of the recovered architectural design decisions is for change impact analysis (Tang et al. (2005)), which allows for predictions about the effort required for undoing certain decisions. ADDRA can also be used to extend the pattern mining approach of Babar et al. (2006), where architectural design decisions are linked to well-known architectural styles (Shaw and Garlan (1996)) and patterns (Buschmann et al. (1996)), as is done before for design patterns (Gamma et al. (1994)) in Baniassad et al. (2003).

7.2 Design recovery

Design recovery usually focuses on recovering a design that is suitable for reengineering. Different techniques for recovery can be used, each yielding a different result.

Cluster analysis (Feijs et al. (1998); Krikhaar et al. (1999); Lakhotia (1997)) is about finding groups in source code or other data artifacts by computing distances or similarities between elements, these groups are subsequently identified as architectural components. For example, ACDC of Tzerpos and Holt (2000) is a clustering algorithm for C, which primarily uses the number of references made to the combination of a source and header file.

Instead of using computed distances or similarities, concern graphs (Robillard and Murphy (2002)) use a human expert to abstract from structural program dependencies. With automated tool support, like the FEAT tool (Robillard and Murphy (2007)), these kind of abstractions can easily be made without losing traceability to the source code where these abstractions originate from.

Concept analysis (van Deursen and Kuipers (1999); Eisenbarth et al. (2001); Godin et al. (1995); Snelting and Tip (1998)) is a mathematical approach to building taxonomies, which can be used to recover a partial description of the architecture with respect to a specific set of related features. For example, Snelting and Tip (1998) use concept analysis to optimize inheritance relationships of classes, based on the usage of the methods and properties of these classes.

Design pattern recovery (Keller et al. (1999); Jakobac et al. (2005)) tries to recover the design patterns (Gamma et al. (1994)) that exist in a given design. The identified relationships between classes are compared to well-known specified design patterns, thereby identifying potential instances of design patterns.

Object identification (Cimitile et al. (1999); van Deursen and Kuipers (1999); Wiggerts et al. (1997)) is the search for candidate classes in a legacy system. The iden-
tified classes in turn can be used for reconstructing the design of the system.

Another recovery approach is to look at the dynamic behavior of the software and analyze the run-time events (e.g. method invocations) of a running program. Discotect from Yan et al. (2004) matches method invocations against user defined patterns, which represent architectural constructs to recover a representation of the run-time architecture. X-ray of Mendonça and Kramer (1998) also recovers the run-time architecture, but unlike Discotect uses a static analysis of the source code.

One or more of these recovery approaches can be used to recover the architecture in the steps 2 and 3 of ADDRA. The Symphony process (van Deursen et al. (2004)) describes in detail how a number of these techniques could be used to recover certain architectural and detailed design views. However, none of these approaches do not recover software architectures along with their rationale (Keller et al. (1999)), which is the focus of ADDRA.

7.3 Rationale management

Knowledge systems (Regli et al. (2000)) model decision processes and try to capture the knowledge used in these processes. From a knowledge system perspective, making architectural design decisions is seen as a decision process, which decides how the architecture should change. Capturing knowledge of this decision process provides a basis for the justification, learning, and reuse of this knowledge for further decisions.

Design decision models (Lee (1991); Potts and Bruns (1988); Stepenson (2002)) refine this general decision process, as designing a design is much more a goal-oriented process than a general decision process (Lee (1991)). These models explicitly model the goal the design decision process wants to satisfy, as well as the design decisions and their rationale. Design decision models provide a basis to capture, describe, and reason about design decisions made in a design process. One implementation of a design decision model is SEURAT of Burge and Brown (2004), which enables software engineers to use a decision model within the Java IDE Eclipse.

The conceptual model of section 2.2 is inspired on the conceptual design decision model presented by Stepenson (2002), which in turn is based on an abstraction of IBIS (Kunz and Rittel (1970); Conklin and Begeman (1989)), DRCs (Lee (1991)), REMAP (Dhar and Jarke (1988); Ramesh and Dhar (1992)), Redux (Petrie (1992)), and OCS Shell Core (Arango et al. (1991)). Although design decision models give some indication of what an architectural design decision is and is not, they fail to relate software architectures to architectural design decisions (van der Ven et al. (2006)).
8 Future work & Conclusions

8.1 Conclusion

Software architecture documentation should not only describe the architecture of a system, but also why this architecture looks the way it does. The software architecture design decisions underlying the architecture provide this why. In practice, software architectures are often documented after the fact, i.e. when a system is realized and architectural design decisions have been taken. This paper presented ADDRA, an approach to recover architectural design decisions in an after the fact documentation effort.

To understand what architectural design decisions are, this paper presented a conceptual model. The conceptual model is used as input to the template used in ADDRA to document the recovered architectural design decisions. ADDRA recovers the changes made to the architecture in selected releases and relates these changes back to the architectural design decisions they originated from.

The ADDRA approach has been applied on the Athena case study to recover architectural design decisions. The case study identified three complicating factors for ADDRA: transitions between design decisions, subjectivity of architectural views, and the incompleteness of solutions. In addition, the required effort for recovery is a complicating factor, although recovery tools can lift some of the burden. Nevertheless, these tools cannot replace the tacit knowledge of the architect, which ADDRA uses to recover the rationale of architectural design decisions.

ADTRA is the first approach on recovering architectural design decisions explicitly. Hopefully, with the rising interest in architectural decisions in the software architecture community, ADDRA can be matured and adequate tool created that eases the recovery of architectural design decisions in after the fact documentation efforts.

8.2 Further work & validation

One direction for further work, is to compare and contrast forward, recovery, and hybrid approaches for capturing design decisions. This could provide a good overview of the current state of the art. In addition, issues that not have been addressed so far can be identified, thereby forming a research agenda for the future.

Another direction for further work is the validation of ADDRA. The application of ADDRA in one case study proves that architectural design decision recovery after the fact is to some extent possible. However, it is still unknown how ADDRA
performs compared to an ad-hoc approach for recovering architectural design decisions. Furthermore, it remains unknown to what extent ADDRA is capable of recovering all the significant architectural design decisions. Further work on validation is therefore needed to find out the relative performance and recall rate of ADDRA.

We plan to perform such validation by conducting a controlled experiment. In this experiment, several teams consisting of 2 architects develop in parallel the same application. During development, dedicated scribes capture the architectural design decisions these teams make. After several releases, the architects of each team are asked to document their architectural decisions. Of each team, one architect will use ADDRA, the other one uses his/her own ad-hoc approach. The captured decisions during the development form a baseline to judge the recall rate of both approaches against.

Such an experiment is not without challenges. A first challenge is how to deal with the sensitivity of the experiment for the involved subjects. Only when enough subjects (and therefore teams) are involved in the same project can significant statistical confidence can be reached. A second challenge is that the experiment requires a minimum project size for architectural decisions to play a role. This in turn implies that a realistic duration is needed for development, which complicates replication of the experiment.

A third challenge is to find suitable test subjects. A choice has to be made whether to use student or industrial teams as test subjects. Both types of teams have their benefits and drawbacks. Industrial teams typically do not work on the same (part of a) system. This makes it harder to compare results between teams, as the system can become a discriminating factor in the experiment. To counter this effect, more industrial teams are needed to statistically overcome the influence of the system factor. Student teams on the other hand do not have this problem, as they could work on the same system. However, the results from student teams will be less convincing than those of industrial teams, because they are less experienced and are not exposed to the pressures found in industry. Concluding, in-depth validation of ADDRA is possible and is an interesting challenge for further work.
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